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Abstract: 

 

The Caltech/JPL two-dimensional (2-D), three-dimensional (3-D) GEOS-Chem, and 3-D 

MOZART-2 chemistry and transport models (CTMs), driven respectively by NCEP2, 

GEOS-4 and NCEP1 reanalysis data, have been used to simulate upper tropospheric CO2 

from 2000 to 2004. Model results of CO2 mixing ratios agree well with aircraft 

observations at altitudes between 8 and 13 km [Matsueda et al., 2002] in the tropics. The 

upper tropospheric CO2 seasonal cycle phases are well captured by the CTMs. Model 

results have smaller seasonal cycle amplitudes in the southern hemisphere compared with 

those in the northern hemisphere, which are consistent with the aircraft data. Some 

discrepancies are evident between the model and aircraft data in the mid-latitudes, where 

models tend to underestimate the amplitude of CO2 seasonal cycle. Comparison of the 

simulated vertical profiles of CO2 between the different models reveals that the 

convection in the 3-D models is likely too weak in boreal winter and spring. Model 

sensitivity studies suggest that convection mass flux is crucial for the correct simulation 

of upper tropospheric CO2. In addition, we found that the dominant inter-hemispheric 

change of CO2 appears in the upper troposphere in the models. Thus the correct 

simulation of upper tropospheric CO2 is essential for improving models that are used for 

deriving the surface sources and sinks from global measurements. 
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1. Introduction 

 

  [1] The increasing level of atmospheric CO2 has significant influence on the global 

climate changes [Dickinson and Cicerone, 1986]. It is very difficult to disentangle the 

contributions from the different sources and sinks of atmospheric CO2. Most inversions 

for the CO2 sources and sinks are constrained by surface measurements [Fan et al., 1998; 

Tans et al., 1990; GLOBALVIEW-CO2, 2002; Suntharalingam et al., 2003; Gurney et al., 

2004]. For example, the global three-dimensional (3-D) inverse modeling analysis of 

surface flask and oceanic CO2 measurements by Tans et al. [1990] implied a significant 

carbon sink in the northern hemisphere (NH) terrestrial biosphere. The inversion of 

carbon fluxes is very sensitive to CO2 network configuration [Fan et al., 1998; 

Suntharalingam et al., 2002]. In addition, the inversion results are also very sensitive to 

the vertical transport in the tracer transport models [Law et al., 1996; Fan et al., 1998; 

Gurney et al., 2004]. 

 

  [2] Previous modeling studies [Randerson et al., 1997; Kawa et al., 2004] mainly 

focused on simulating the seasonal cycle and trend of surface CO2. The upper 

tropospheric CO2 concentrations, from in situ aircraft measurements, usually differ by ~5 

ppmv relative to the surface concentrations [Anderson et al., 1996; Nakazawa et al., 

1997]. Matsueda et al. [2002] has been measuring CO2 mixing ratios biweekly since 

April 1993 aboard commercial airlines at 8-13 km altitudes over the western Pacific from 

Australia to Japan. This data set offers a unique opportunity to test the ability of 

chemistry and transport models (CTMs) in simulating the upper tropospheric CO2. The 

retrievals of CO2 mixing ratios from the Atmospheric Infrared Sounder (AIRS), with a 

high precision of ~1-2 ppmv [Chahine et al., 2005], provide a spaceborne global 

perspective on the upper tropospheric CO2. The retrievals can be used for constraining 

the vertical transport in CTMs [Chahine et al., 2007]. 

 

  [3] Using a two-dimensional (2-D) CTM, Shia et al. [2006] successfully simulated the 

seasonal cycle and trend of CO2 in the upper troposphere. In this study, we will 

investigate instead how well global 3-D CTMs are able to simulate the seasonal cycle and 
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trend of upper tropospheric CO2. Surface emissions and vertical transport in CTMs are 

both very crucial for the correct simulation of CO2. We will use two different boundary 

conditions to investigate the contribution of boundary conditions to the upper 

tropospheric CO2. One is a boundary condition where the CO2 surface mixing ratios are 

constructed with measurements from the Climate Monitoring and Diagnostics Laboratory 

(CMDL) surface network. The other is with prescribed known CO2 sources and sinks. To 

investigate the influence of vertical transport, we will compare results from GEOS-Chem 

and MOZART-2 with four different vertical transport schemes. 

  

2. Models and Data 

 

  [4] The Caltech/JPL 2-D CTM [Shia et al., 2006], 3-D GEOS-Chem [Suntharalingam et 

al., 2003], and 3-D MOZART-2 [Horowitz et al., 2003] are used to simulate CO2. The 2-

D CTM has 18 latitude boxes, equally spaced from pole to pole. It has 40 vertical layers, 

equally spaced in log (p) from the surface to the upper boundary at 0.01 hPa. Transport in 

the model is by the stream function and the horizontal and vertical diffusivities taken 

from Jiang et al. [2004]. The stream function is derived from the National Center for 

Climate Prediction (NCEP) Reanalysis 2 data [Jiang et al., 2004]. For altitudes above 40 

km where no NCEP data are available, we adopt the climatologically averaged 

circulation derived by Fleming et al. [2002]. There is a gradual merging of the two data 

sets between 30 and 40 km. An important feature of the 2-D CTM is its ability to 

reproduce the age of air in the stratosphere [Morgan et al., 2004].  

 

  [5] GEOS–Chem (v7.3.3) is driven by the Goddard Earth Observing System (GEOS-4) 

assimilated meteorological data from the NASA Global Modeling Assimilation Office 

(GMAO). For the computational consideration, we regridded the GEOS-4 data into 2° 

(latitude) × 2.5° (longitude) in horizontal and 30 levels in vertical. It extends from the 

surface to about 0.01 hPa (~70 km). Advection is computed every 15 minutes with a flux-

form semi-Lagrangian method [Lin and Rood, 1996]. Moist convection is computed 

using the GEOS convective, entrainment, and detrainment mass fluxes described by Allen 

et al. [1996a, 1996b]. The physics in the GEOS-4 analysis system are adopted from the 
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National Center for Atmospheric Research (NCAR) Community Climate Model, Version 

3 (CCM3) and Whole Atmosphere Community Climate Model (WACCM) with 

important modifications to make it suitable for data assimilation [Bloom et al., 2005]. The 

deep convection scheme is based on Zhang and McFarlane [1995]. The shallow 

convection treatment follows Hack [1994]. The planetary boundary layer turbulence 

parameterization is from Holtslag and Boville [1993]. To investigate the influence of 

different vertical mixings on the upper tropospheric CO2, we also force the GEOS-Chem 

model with the GEOS-3 reanalysis data, which employs the Relaxed Arakawa Schubert 

convection parameterization [Moorthi and Suarez, 1992]. 

 

  [6] MOZART-2 is driven by the meteorological inputs every 6 hours from the NCEP 

Reanalysis 1 [Kalnay et al., 1996]. Advection is computed every 20 minutes with a flux-

form semi-Lagrangian method [Lin and Rood, 1996]. The horizontal resolution is 2.8° 

(latitude) × 2.8° (longitude) with 28 vertical levels extending up to approximately 40 km 

altitude [Horowitz et al., 2003]. MOZART-2 is built on the framework of the Model of 

Atmospheric Transport and Chemistry (MATCH). MATCH includes representations of 

advection, convective transport, boundary layer mixing, and wet and dry deposition. 

Penetrative convection in the NCEP Reanalysis 1 is described by Pan and Wu [1994], 

which is based on Arakawa and Schubert [1974] as simplified by Grell [1993] with a 

saturated downdraft. Shallow convection from NCEP Reanalysis 1 is determined by 

Tiedtke [1983]. We also forced MOZART-2 with meteorological data from the middle 

atmosphere version of NCAR Community Climate Model (MACCM3), which has the 

same convective scheme as the GEOS-4 Reanalysis. We found the CO2 results from 

MOZART-2 forced by MACCM3 meteorological fields are very close to that from 

GEOS-Chem driven by GEOS-4 data, so we defer the detailed discussion to a separate 

study. 

 

  [7] The CMDL CO2 mixing ratio data [Tans et al. 1998; GLOBALVIEW-CO2, 2002] are 

used in this study as the lower boundary condition for the Caltech/JPL CTM, GEOS-

Chem, and MOZART-2. For convenience, we refer this hereforth as the CMDL boundary 

condition. We assume that all atmospheric CO2 originates from the surface layer is 
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practically chemically inert in the atmosphere considering its long lifetime. With the 

CMDL boundary condition, discrepancy between model results and observations would 

help diagnose potential issues with model transport. However, we noticed that the CMDL 

surface stations are sparse in the southern hemisphere (SH), and that the CMDL boundary 

condition is also biased toward oceanic sites. In a separate simulation using GEOS-Chem, 

we use prescribed CO2 sources and sinks as the boundary condition, as described in 

Suntharalingam et al. [2003]. The exchange of CO2 between the terrestrial biosphere and 

atmosphere is based on the net primary productivity from Randerson et al. [1997]. Air-

to-sea exchange of CO2 is from Takahashi et al. [1997]. Estimates of fossil fuel 

emissions are from Andres et al. [1996]. Monthly mean biomass burning emissions of 

CO2 are derived based on Duncan et al. [2003]. Discrepancies between the GEOS-Chem 

CO2 simulations (driven by the same GEOS-4 reanalysis data) with the abovementioned 

two boundary conditions would help identify potential issues with the surface sources 

and/or sinks. 

 

  [8] Table 1 summarizes the different model experiments as discussed in Section 3. 

Model results will be compared with aircraft measurements from Matsueda et al. [2002] 

and CMDL [GLOBALVIEW-CO2, 2002].  

 

3. Results 

 

  [9] Figures 1 and 2 compare the aircraft observations of CO2 averaged between 8 and 13 

km (red dots) [Matsueda et al., 2002] and model results averaged at the same altitude 

range for 2000-2004. The panels are for 35°S to 35°N latitudes in 10° steps. The 

amplitudes of the seasonal cycle of CO2 are smaller in the SH than those in the NH, for 

there is less contribution from the seasonal cycle in the vegetation photosynthesis. The 

green line shows results from a GEOS-Chem simulation driven by GEOS-4 data using the 

CMDL boundary condition (Experiment A in Table 1), which agrees well with the 

aircraft data. The orange line is GEOS-Chem CO2 (driven by GEOS-4 data) with 

prescribed sources and sinks (Experiment B). Results from these two simulations are 

generally consistent. Because the transport is the same in both experiments, difference in 
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the results may reflect deficiencies in the prescribed sources/sinks in Experiment B. In 

general, CO2 concentrations from Experiment B are larger than those from Experiment A 

in the NH from July to October, especially at 35°N. This implies a possible missing 

terrestrial sink in the NH in Experiment B. The GEOS-Chem CO2 forced by the GEOS-3 

meteorological fields and the CMDL boundary condition (pink line; Experiment C) and 

CO2 from MOZART-2 (blue line) both agrees very well with the aircraft data. 

Experiment C includes only results for 2000-2002, as GEOS-3 data are available for only 

up to 2002. 

 

  [10] The agreement between the 3-D model results (solid lines) and aircraft data is fairly 

good, except at the NH mid-latitudes, where the 3-D models underestimate the amplitude 

of the seasonal cycle of CO2 as seen in the aircraft data. Similar results are found by 

comparing the model results to the CMDL aircraft CO2 data at Carr (40.9°N, 104.8°W) 

and Poker Flat (65.07°N, 147.29°W) as shown in the Figs. A1-A2 of the auxiliary 

material. In fact, the models all tend to underestimate the seasonal cycles of CO2 in the 

middle to high latitudes. 

 

  [11] To investigate this problem, we plotted the vertical profiles of CO2 simulated by 

each model at 5°N (upper panel) and 35°N (lower panel) of 2003 in Figure 3. In the 

tropics (5°N) the 3-D model results closely follow that from the 2-D model. As alluded to 

in Section 2, the 2-D model has been “tuned” to reproduce the distribution of tracers [see, 

e.g., Appendix A of Morgan et al., 2004]. In the northern mid-latitudes (35°N), all 3D 

models seem to underestimate the upper tropospheric CO2 in January and April of 2003. 

 

  [12] To quantitatively compare the trend and seasonal cycle of CO2 between the aircraft 

data and model results, a multiple regression method is applied to CO2. We decompose 

CO2 concentrations by the empirical model consisting of the first, second, and third 

Legendre functions and the harmonic functions of seasonal cycle and semi-annual cycles 

[Prinn et al., 2000]: 

           
X(t) = a+ bNP1(t /N −1) +1/3cN 2P2(t /N −1) +1/5dN 3P3(t /N −1)

+ ecos(2π t) + f sin(2π t) + gcos(4π t) + h sin(4π t)
           (1) 
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where t  is from 0  to the 2N year (whole time period); 1P , 2P , and P3  are the first, 

second, and third Legendre functions. The coefficients a , b , and c  are the mean value, 

the trend, the acceleration in the trend, and the coefficient for P3 , respectively. We add 

the third Legendre function to better fit the data sets. e  and f  are the amplitudes of the 

annual cycle. g and h  are the amplitudes of the semi-annual cycle. 

 

  [13] Raw CO2 data from the aircraft measurements and model experiments at 35°N are 

shown as red dots and solid lines respectively in Figure 4. Dashed lines are the sum of all 

terms in the right hand side of Eq. (1), which fit well with the raw aircraft data and model 

results. We then detrended the data by subtracting the sum of the first three Legendre 

functions. The results are very close to remove a third order polynomials. The detrended 

aircraft data in the four years are shown as red dots in Figs. 5 and 6. Diamond and error 

bar are the mean and standard deviation of the detrended aircraft data for each month. 

Black dotted line is the sum of the annual and semi-annual cycles terms in Eq. (1), which 

follows well the monthly mean aircraft data (Diamonds). For comparison, we also 

detrended the model results using the same method. Then we composited the detrended 

model CO2 from all four years. Results are shown as solid lines in Figs. 5 and 6. The 

phase of CO2 seasonal cycle is well captured by the different model simulations. The 

seasonal cycle amplitude is larger in the NH than that in the SH, which is captured by all 

models. Most 3-D models underestimate the seasonal cycle amplitude in the NH.  

 

  [14] Linear trend (b ) and seasonal cycle amplitude ( e2 + f 2 ) for CO2 are listed in 

Table 2. Most models seem to capture the CO2 trend correctly in the NH. In the SH, the 

agreement is not as good and most probably due to the poor representation of the SH 

dynamics in GCMs [Kalnay et al., 1996]. The trend of CO2 is smaller in MOZART-2 

than those from GEOS-Chem and the 2D CTM, which may be due to the different trends 

in the different transport fields. With more observations available in the future, the CO2 

trend can be defined more accurately. The latitudinal distribution of CO2 seasonal cycle 

amplitude is shown in Fig. 7. Because of the short simulation time period in Experiment 

C, we do not include it in Fig. 7. All 3-D models underestimate the amplitude of CO2 
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seasonal cycle in the NH mid-latitudes. The seasonal cycle amplitude of upper 

tropospheric CO2 in the 2-D CTM is larger than those from the 3-D models. The 

amplitude of CO2 seasonal cycle is larger in MOZART-2 than those in GEOS-Chem. The 

GEOS-Chem simulation forced by the CMDL boundary condition (Experiment A) has a 

larger CO2 seasonal cycle than the GEOS-Chem simulation forced by surface sources and 

sinks (Experiment B), which indicates a possible missing terrestrial sink in the NH. 

GEOS-Chem CO2 (Experiments A and B) overestimate the seasonal cycle amplitude in 

the SH, which may be due to the biases in the SH transport in GEOS-4.  

 

  [15] To further explore the role of different parameters for simulating CO2 correctly in 

the upper troposphere, sensitivity studies have been conducted using the GEOS-Chem 

model driven by GEOS-4 reanalysis data and the CMDL boundary condition. We first 

perturbed the turbulent mixing in the planetary boundary layer by 50% (Experiment F). 

The resulting differences between the perturbed run (Experiment F) and control run 

(Experiment A) are shown in Fig. 8a. The CO2 concentrations differ by less than ~0.04 

ppmv at altitudes below 3.5 km, a rather small effect. We also perturbed separately the 

convective updraft mass flux by 20% (Experiment G). The resulting differences between 

the perturbed run (Experiment G) and control run (Experiment A) are shown in Fig. 8b. 

The largest increase of ~0.65 ppmv in CO2 is found at 6 km, which is very significant for 

simulating the upper tropospheric CO2.  

 

  [16] Accurate simulation of CO2 concentrations in the upper troposphere is also 

imperative for deducing the interhemispheric transport of CO2. It is generally accepted 

that the NH is a net CO2 source and the SH (the oceans) is a net CO2 sink [IPCC, 2001]. 

However, it is not clear at what altitude most of the transport of CO2 from the NH to the 

SH takes place. Figure 9 shows the altitude dependence of the zonal averaged, annual 

mean CO2 mixing ratios from GEOS-Chem (Experiment A) and the Caltech 2-D CTM 

(Experiment D) for 2003. There is clearly a net NH to SH transport, and a large 

component of this transport occurs in the upper troposphere, which is consistent with 

previous studies by other tracers [Prather et al., 1987; Prinn et al., 1992]. Therefore, 

correctly modeling upper tropospheric CO2 takes on added significance. Consider a flux 
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inversion in which CO2 in the NH was not efficiently transported to the upper 

troposphere, resulting in less transport to the SH and a lower calculated southern ocean 

sink. This would create artificially high CO2 in the NH, demanding a large land sink to 

reconcile the model predictions with the observations.  

 

4. Conclusions 

   

[17] 2-D and 3-D chemistry and transport models, driven by different transport schemes, 

have been used to simulate the upper tropospheric CO2 from 2000 to 2004. We also apply 

different boundary conditions to force the 3-D CTMs. We found that the influence of the 

boundary layer on the upper tropospheric CO2 is less important compared with different 

transport schemes. Model CO2 agree generally well with the aircraft data from 35°S to 

35°N. The trends of CO2 are simulated correctly by most of the models. The phases of 

CO2 seasonal cycles are also captured well by models. Similar to those in the aircraft 

data, model CO2 have a smaller seasonal cycle amplitudes in the SH compared with those 

in the NH. However, 3-D CTMs appear to underestimate the seasonal cycle amplitude of 

upper tropospheric CO2 in the NH mid-latitudes. Sensitivity studies reveal that the 

convective mass fluxes are very crucial for simulating the upper tropospheric CO2. In 

both 2D CTM and 3D GEOS-chem models there is a net CO2 transport from NH to SH, 

occurring mainly in the upper troposphere. This suggests that the accurate simulation of 

upper tropospheric CO2 is very important for deducing the correct inter-hemispheric flux 

of CO2. In addition to the aircraft data, global AIRS CO2 data will become available in 

the near future [Chahine et al., 2007]; global total column CO2 data will be available in 

two years [Crisp et al., 2004]. These data can be used to constrain the vertical and 

horizontal transport in the CTMs, resulting in more realistic models. This will give us 

greater confidence in deducing sources and sinks of CO2 using a combination of global 

CO2 data and inverse modeling [Miller et al., 2007]. 
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Figure Captions: 

Figure 1: Aircraft observations between 8 km and 13 km (red dots) [Matsueda et al., 

2002] and modeled CO2 mixing ratios averaged at the same layer from 2000 to 2004. The 

panels are for 35°S, 25°S, 15°S, and 5°S, respectively. The CO2 mixing ratios from the 
GEOS-Chem model (Experiments A, B, and C) are shown by the green, orange, and pink 

lines, respectively. The CO2 mixing ratios from the Caltech-JPL 2-D model (Experiment 

D) are shown by purple lines. The CO2 mixing ratios from MOZART-2 (Experiment E) 

are shown by the blue lines. 

 

Figure 2: Aircraft observations between 8 km and 13 km (red dots) [Matsueda et al., 

2002] and modeled CO2 mixing ratios averaged at the same layer from 2000 to 2004. The 

panels are for 5°N, 15°N, 25°N, and 35°N, respectively. 
 

Figure 3: Vertical profiles of CO2 in January, April, July, and October 2003. Colors are 

the same as in Figure 1. Upper panel: Latitude = 5°N. Lower panel: Latitude = 35°N. 
 

 

Figure 4: CO2 from aircraft and models at 35°N. Red dots are aircraft observations. Solid 
lines are model results. Colors are the same as in Figure 1. Dashed lines are the fit to the 

CO2 (see text).  

 

Figure 5: CO2 seasonal cycles from detrended aircraft (Red dots) and detrended model 

results at 25°S, 15°S, and 5°S. Trends are determined by the sum of the first three 
legendre polynomials. Diamond and the error bar are the mean and standard deviation of 

the detrended aircraft data within each month.  

 

Figure 6: CO2 seasonal cycles from detrended aircraft (Red dots) and detrended model 

results at 5°N, 15°N, 25°N, and 35°N. Trends are determined by the sum of the first three 
legendre polynomials. Diamond and error bar are the mean and standard deviation of the 

detrended aircraft data within each month.  

 

Figure 7: Latitudinal distribution of CO2 seasonal cycle amplitude. 

 

Figure 8: (a) CO2 difference between the enhanced turbulence mixing in the planetary 

boundary layer simulation and control experiment. (b) CO2 difference between the 

enhanced convective updraft mass flux simulation and control experiment. 

 

Figure 9: (a) Longitudinally averaged CO2 from 3D GEOS-Chem (Experiment A) for 

2003. (b) CO2 from 2D CTM (Experiment D) for 2003. 
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Table 1: Description of Model Experiments. 

 

 Model Transport Boundary  

Condition 

Model Change 

Experiment A 3-D GEOS-Chem GEOS-4 CMDL  

Experiment B 3-D GEOS-Chem GEOS-4 CO2 sources  

and sinks 

 

Experiment C 3-D GEOS-Chem GEOS-3 CMDL  

Experiment D 2-D Caltech/JPL CTM NCEP2 and UKMO CMDL  

Experiment E 3-D MOZART2 NCEP1 CMDL  

Experiment F 3-D GEOS-Chem GEOS-4 CMDL Increase turbulence  

mixing in the PBL  

by 50% 

Experiment G 3-D GEOS-Chem GEOS-4 CMDL Increase the  

convective  

updraft mass  

flux by 20% 
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Table 2: Trend and Seasonal Cycle Amplitude of CO2 From Matsueda Aircraft data and 

Model Simulations. 

 

 Trend (ppmv/yr) 

 35°S 25°S 15°S 5°S 5°N 15°N 25°N 35°N 

Aircraft  2.14±0.05 2.14±0.03 1.97±0.03 1.96±0.03 1.99±0.03 2.01±0.06 1.99±0.1 

Experiment A 1.99±0.03 2.06±0.03 2.06±0.03 2.07±0.03 2.03±0.03 2.02±0.03 2.0±0.03 1.99±0.03 

Experiment B 1.89±0.04 1.90±0.04 1.94±0.04 1.91±0.04 1.99±0.04 2.0±0.03 1.95±0.03 1.95±0.03 

Experiment C 1.78±0.05 1.82±0.05 1.88±0.06 1.89±0.06 1.54±0.08 1.53±0.06 1.57±0.04 1.68±0.03 

Experiment D 1.97±0.02 1.99±0.03 2.0±0.03 2.02±0.03 2.0±0.03 2.03±0.03 2.05±0.03 2.08±0.03 

Experiment E 1.78±0.02 1.8±0.02 1.82±0.02 1.84±0.02 1.82±0.02 1.81±0.02 1.80±0.02 1.81±0.02 

 Seasonal Cycle Amplitude (ppmv) 

Aircraft  0.38±0.14 0.38±0.08 0.90±0.08 1.61±0.08 2.05±0.09 2.47±0.17 2.48±0.3 

Experiment A 0.28±0.06 0.95±0.08 1.03±0.1 0.74±0.08 1.21±0.07 1.64±0.06 1.61±0.06 1.51±0.07 

Experiment B 0.57±0.08 0.7±0.09 0.74±0.1 0.57±0.1 1.17±0.07 1.5±0.07 1.3±0.06 1.32±0.07 

Experiment C 0.1±0.08 0.64±0.07 0.83±0.1 0.52±0.1 1.24±0.11 1.98±0.09 2.06±0.06 1.87±0.05 

Experiment D 0.21±0.05 0.49±0.07 0.66±0.08 1.06±0.07  1.44±0.07 1.94±0.07 2.33±0.07 2.36±0.08 

Experiment E 0.28±0.05 0.58±0.05 0.64±0.06 0.77±0.06 1.30±0.05 1.88±0.06 1.90±0.07 1.88±0.06 
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